Descriptors, Physical Properties, and Drug-Likeness

Matthias Brüstle,† Bernd Beck,†,‡ Torsten Schindler,† William King,† Timothy Mitchell,§ and Timothy Clark*,†

Computer-Chemie-Centrum, Friedrich-Alexander-Universität Erlangen-Nürnberg, Nägelsbachstrasse 25, D-91052 Erlangen, Germany, and Millennium Pharmaceuticals Ltd., Granta Park, Great Abington, Cambridge CB1 6ET, United Kingdom

Received August 23, 2001

We have investigated techniques for distinguishing between drugs and nondrugs using a set of molecular descriptors derived from semiempirical molecular orbital (AM1) calculations. The "drug" data set of 2105 compounds was derived from the World Drug Index (WDI) using a procedure designed to select real drugs. The "nondrug" data set was the Maybridge database. We have first investigated the dimensionality of physical properties space based on a set of 26 descriptors that we have used successfully to build absorption, distribution, metabolism, and excretion-related quantitative structure–property relationship models. We discuss the general nature of the descriptors for physical property space and the ability of these descriptors to distinguish between drugs and nondrugs. The third most significant principal component of this set of descriptors serves as a useful numerical index of drug-likeness, but no others are able to distinguish between drugs and nondrugs. We have therefore extended our set of descriptors to a total of 66 and have used recursive partitioning to identify the descriptors that can distinguish between drugs and nondrugs. This procedure pointed to two of the descriptors that play an important role in the principal component found above and one more from the set of 40 extra descriptors. These three descriptors were then used to train a Kohonen artificial neural net for the entire Maybridge data set. Projecting the drug database onto the map obtained resulted in a clear distinction not only between drugs and nondrugs but also, for instance, between hormones and other drugs. Projection of 42 131 compounds from the WDI onto the Kohonen map also revealed pronounced clustering in the regions of the map assigned as druglike.

Introduction

Recently, the emphasis in computational drug design has been extended from the traditional quantitative structure–activity relationship (QSAR) techniques used to find biologically active molecules to more quantitative structure–property relationship (QSPR)-oriented estimation of the absorption, distribution, metabolism, and excretion (ADME) properties of molecules. As part of this shift in emphasis, several groups have attempted to define the "drug-likeness" of molecules following the pioneering "rule of five" work by Lipinski.1 The most common approach to this problem has been to use some type of molecular descriptors linked with a pattern recognition or interpolation technique, such as neural nets, to distinguish between a data set of drugs and nondrugs. This procedure pointed to two of the descriptors that play an important role in the principal component found above and one more from the set of 40 extra descriptors. These three descriptors were then used to train a Kohonen artificial neural net for the entire Maybridge data set. Projecting the drug database onto the map obtained resulted in a clear distinction not only between drugs and nondrugs but also, for instance, between hormones and other drugs. Projection of 42 131 compounds from the WDI onto the Kohonen map also revealed pronounced clustering in the regions of the map assigned as druglike.

Materials and Methods

Drugs Data Set. A drugs data set was selected from the WDI6 as follows. The WDI 1997 contains 51 596 compounds. Of these, 7570 have been assigned a United States Adopted Name (USAN)7 and 6307 have been assigned an International Nonproprietary Name (INN).8 Combining these gives 8323 unique compounds, of which 3515 have an entry in the "Indication and Usage" (IU) field. Compounds with entries in the PT (activity) field were then excluded as follows: repellent, surfactant, sweetener, food-additive, radio protective, solubilizer, lubricant, synergistic, tonic, topical, skin, dermatological, vulneraries, flavor, insecticide, antiseptic, vitamin, chelator, cytostatic, emmollier, preservative, anaesthetic, diagnostic, dietary supplement, radiopaque, dye, emulsifier, laxative, radiosensitizer, rodenticide, solvent. Finally, 263 charged moieties were removed (because our treatment is at the moment not appropriate for charged moieties) and the remain-
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logarithm of the octanol/water partition coefficient, of QSPR models for physical properties such as the extensive work by Murray and Politzer\textsuperscript{18,19} has shown needed to estimate biological activity. Furthermore, in comparison to, for instance, the descriptor space

### Results and Discussion

#### Nondrug Data Set.** We also require a nondrug data set that is ideally orthogonal to the drug data set. It is commonly assumed that general chemical databases such as Maybridge\textsuperscript{2} contain no drugs, although this is clearly not correct. We have, however, used the Maybridge database in its entirety and have assumed that it contains a significant proportion of compounds that would be suitable as orally available drugs. In our final approach, this data set plays the role of representing compounds in general (that is, chemical space) in order to set up a map in which drugs are localized in one or more areas. This approach is not unlike the "chemical GPS" technique used by Oprea et al.\textsuperscript{10}

**Processing Protocol.** The compounds from the two data sets were converted from two-dimensional (2D) to single conformation three-dimensional (3D) structures using CORINA,\textsuperscript{11} and these structures were used as starting geometries for AM1\textsuperscript{12} geometry optimizations using VAMP 7.0.\textsuperscript{13} This procedure corresponds exactly to that used earlier to optimize the structures of the Maybridge database.\textsuperscript{14} The molecular electrostatics were stored using the natural atomic orbital-point charge (NAO-PC)\textsuperscript{15,16} model, and these data were used to generate the descriptors with PROPGEN 1.0.\textsuperscript{17}

### Table 1. Frequently Occurring Descriptors in QSPR Models\textsuperscript{a}

<table>
<thead>
<tr>
<th>descriptor</th>
<th>logP</th>
<th>boiling point</th>
<th>aqueous solubility</th>
<th>vapor pressure</th>
<th>vapor pressure (T-dependent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ref</td>
<td>18,19</td>
<td>21</td>
<td>22</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>molecular polarizability (\alpha)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>molecular surface area</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>globularity</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>mean positive MEP</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>mean negative MEP</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>total variance (\sigma_2)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>balance parameter (\nu)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>positive variance (\sigma^+)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>negative variance (\sigma^-)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>molecular weight</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>sum of MEP-derived charges on nitrogens</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>sum of MEP-derived charges on oxygens</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>sum of MEP-derived charges on phosphorus</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
<td>(x)</td>
</tr>
<tr>
<td>sum of MEP-derived charges on sulfur</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
</tbody>
</table>

\(\sigma\) boxes marked with an X indicate that the descriptor is used in the given model. Those that are blank indicate that we would expect the descriptor to be used if the training data set contained larger numbers of phosphorus or sulfur compounds.

#### Physical Properties and Descriptors.** Lipinski\textsuperscript{1} has pointed out that the physical property space relevant to ADME property prediction is low-dimensional in comparison to, for instance, the descriptor space needed to estimate biological activity. Furthermore, extensive work by Murray and Politzer\textsuperscript{18,19} has shown that descriptors based on the electrostatic properties at the surface of the molecule provide a good description of physical properties. We\textsuperscript{20-24} have used such descriptors in conjunction with semiempirical (AM1\textsuperscript{12} and PM3\textsuperscript{25}) molecular orbital (MO) theory to develop a series of QSPR models for physical properties such as the logarithm of the octanol/water partition coefficient, \(\log P\), the vapor pressure at 25\(^\circ\)C and at various temperatures,\textsuperscript{21,22} the normal boiling point,\textsuperscript{23} and aqueous solubility at 20 and 25\(^\circ\)C.\textsuperscript{24} Although these models were developed independently of each other, a common subset of 14 descriptors appears in at least two of the models, as shown in Table 1.

We suggest that these descriptors provide a good description of physical property space, so that they and others that are similar can be used directly in defining drug fitness, rather than using measured physical properties directly or by using QSPR estimates of physical properties. The dimensionality of the information contained in our full set of 26 descriptors routinely used to build QSPR models can be tested by calculating their principal components (PCs)\textsuperscript{26} for a database of general chemicals, such as the Maybridge database processed previously.\textsuperscript{14} In this case, the fact that Maybridge contains a subset of molecules that would make good drugs is actually an advantage in investigating the dimensionality of physical property space.

Our Maybridge single conformation data set contains 52,712 structures calculated with AM1 semiempirical MO theory\textsuperscript{27} for which the descriptors given in Table 1 have been calculated. In addition to the 14 descriptors shown in Table 1, a further 12 related descriptors that we have used more recently than the published work were calculated to give a total of 26. These descriptors are defined in Table 2.

We have shown that the inclusion of correlated descriptors can be important in property prediction with neural nets.\textsuperscript{20} This is because there is valuable information in the way these descriptors are not correlated.

Table 3 shows relatively few strong correlations. Interestingly, the molecular electronic polarizability, which we can now calculate accurately using the parametrized variational treatment\textsuperscript{29,30} and which appears as a major descriptor in all of our current QSPR models, correlates very strongly with both the dipolar density\textsuperscript{27} and the "size" descriptors molecular weight and volume. The other very strong correlation occurs between the molecular weight and the volume, suggesting that there is some redundancy in the size descriptors. The "electrostatic" descriptors are, however, pleasingly uncorrelated, suggesting that they provide a diverse description of the molecular electrostatic properties and, hence, to a large extent of the intermolecular interactions.

The total variance explained by the PCs calculated for these 26 descriptors is plotted against the number of PCs in Figure 1. About 90% of the variance is explained by the first 12 PCs, confirming the relatively low dimensionality of at least the space defined by these descriptors and by inference of physical property space.
The first PC, which explains 23% of the total variance, consists mainly of the size descriptors such as the polarizability, molecular weight, volume, surface, and globularity. We interpret this factor as describing primarily the size and shape of the molecule.

The second PC, in contrast, consists almost entirely of the “Murray/Politzer” descriptors maximum and mean positive and negative electrostatic potentials, the total variance, \(\sigma_{\text{tot}}^2\), and the product of the balance parameter and the total variance, \(\sigma^2\nu\). This PC, which accounts for 18% of the total variance, constitutes a general electrostatic description of the positive areas of the molecule.

The third PC consists of the total charge on fluorines, the minimum of the molecular electrostatic potential, the mean negative electrostatic potential, and the balance parameter, \(\nu\). The occurrence of the total charge on fluorines in this descriptor is a little puzzling, especially as it does not correlate with any of the others, but otherwise, this factor can be interpreted as the equivalent of PC2 for negative areas of the electrostatic potential. We have therefore labeled PC2 and PC3 “MEP-” and “MEP-” and suggest that the two together describe the surface electrostatics of the molecule quite effectively. Omitting the fluorine charge descriptor from the descriptors and recalculating the PCs result in an increase of the coefficients for the minimum MEP (to 0.438) and the sums of charges on hydrogens and nitrogens (to 0.475) and the sums of charges on hydrogens and nitrogens (to 0.475) and the sums of charges on hydrogens and nitrogens (to 0.475) and the sums of charges on hydrogens and nitrogens (to 0.475). This PC, which accounts for 18% of the total variance, constitutes a general electrostatic description of the positive areas of the molecule.

The third PC consists of the total charge on fluorines, the minimum of the molecular electrostatic potential, the mean negative electrostatic potential, and the balance parameter, \(\nu\). The occurrence of the total charge on fluorines in this descriptor is a little puzzling, especially as it does not correlate with any of the others, but otherwise, this factor can be interpreted as the equivalent of PC2 for negative areas of the electrostatic potential. We have therefore labeled PC2 and PC3 “MEP-” and “MEP-” and suggest that the two together describe the surface electrostatics of the molecule quite effectively. Omitting the fluorine charge descriptor from the descriptors and recalculating the PCs result in an increase of the coefficients for the minimum MEP (to 0.438) and the sums of charges on hydrogens and nitrogens (to 0.341 and 0.254, respectively) but to a slight decrease in that for the balance parameter (to 0.254).

PC number four, which accounts for 8% of the variance, has strong contributions from the total charges on nitrogen and the H bond donor count. These two descriptors are relatively strongly negatively correlated and have opposite signs in the PC, so that we can
interpret this factor as describing the H bond donor ability of the molecule.

Although PC4 consists of contributions from five different descriptors, they are all related to H bond acceptor properties, so that this factor can be interpreted as being the hydrogen bond acceptor equivalent of the hydrogen bond donor PC number 5.

Figure 1. Total variance explained by the PCs of the 26 descriptors calculated for the Maybridge database.

PC6, which explains about 5% of the total variance, consists of large contributions from the “dipole” descriptors (dipole moment and dipolar density) and from the total charge on sulfurs. As with the fluorine descriptors (dipole moment and dipolar density) and from the total charge on sulfurs.

Figure 2. Eigenvalues of the PCs of the 26 descriptors calculated for the Maybridge database.

Table 3. Correlation Matrix Obtained for the 26 Descriptors Calculated for the Maybridge Database*

<table>
<thead>
<tr>
<th>descriptor</th>
<th>acronym</th>
<th>m dipol</th>
<th>m0pol</th>
<th>QsumH</th>
<th>QsumN</th>
<th>QsumO</th>
<th>QsumP</th>
<th>QsumS</th>
<th>QsumF</th>
<th>QsumCl</th>
<th>QsumBr</th>
<th>Qsum ESPmax</th>
<th>ESPmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>total dipole</td>
<td>μ</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total dipole volume</td>
<td>Dipol</td>
<td>0.79</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean polarizability</td>
<td>m0pol</td>
<td>0.15</td>
<td>0.37</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total H charges</td>
<td>QsumH</td>
<td>0.04</td>
<td>0.24</td>
<td>0.48</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total N charges</td>
<td>QsumN</td>
<td>0.06</td>
<td>-0.13</td>
<td>0.14</td>
<td>0.25</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total O charges</td>
<td>QsumO</td>
<td>-0.25</td>
<td>-0.05</td>
<td>-0.25</td>
<td>-0.21</td>
<td>-0.22</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total P charges</td>
<td>QsumP</td>
<td>0.04</td>
<td>0.01</td>
<td>0.06</td>
<td>0.06</td>
<td>0.02</td>
<td>-0.09</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total S charges</td>
<td>QsumS</td>
<td>0.21</td>
<td>0.08</td>
<td>0.14</td>
<td>0.00</td>
<td>-0.05</td>
<td>-0.62</td>
<td>-0.06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total F charges</td>
<td>QsumF</td>
<td>-0.09</td>
<td>0.02</td>
<td>-0.05</td>
<td>0.09</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total Cl charges</td>
<td>QsumCl</td>
<td>-0.03</td>
<td>-0.12</td>
<td>0.19</td>
<td>-0.21</td>
<td>-0.07</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total Br charges</td>
<td>QsumBr</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.00</td>
<td>-0.13</td>
<td>0.06</td>
<td>0.04</td>
<td>0.00</td>
<td>-0.02</td>
<td>0.04</td>
<td>-0.05</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>total I charges</td>
<td>QsumI</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.09</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>-0.02</td>
<td>-0.01</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>max MEP</td>
<td>ESPmax</td>
<td>0.34</td>
<td>0.27</td>
<td>0.04</td>
<td>0.00</td>
<td>-0.12</td>
<td>-0.44</td>
<td>0.16</td>
<td>0.36</td>
<td>-0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>min MEP</td>
<td>ESPmin</td>
<td>-0.13</td>
<td>-0.06</td>
<td>0.17</td>
<td>-0.18</td>
<td>0.34</td>
<td>-0.05</td>
<td>-0.24</td>
<td>-0.13</td>
<td>-0.17</td>
<td>0.03</td>
<td>0.01</td>
<td>-0.06</td>
</tr>
<tr>
<td>mean + MEP</td>
<td>m0pos</td>
<td>0.42</td>
<td>0.50</td>
<td>-0.24</td>
<td>-0.18</td>
<td>0.02</td>
<td>-0.26</td>
<td>0.05</td>
<td>0.23</td>
<td>-0.21</td>
<td>-0.04</td>
<td>0.06</td>
<td>0.00</td>
</tr>
<tr>
<td>mean – MEP</td>
<td>m0neg</td>
<td>-0.37</td>
<td>-0.49</td>
<td>0.19</td>
<td>-0.03</td>
<td>0.00</td>
<td>0.41</td>
<td>-0.08</td>
<td>-0.29</td>
<td>-0.30</td>
<td>0.17</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>total variance</td>
<td>σα2</td>
<td>0.42</td>
<td>0.46</td>
<td>0.11</td>
<td>0.05</td>
<td>-0.17</td>
<td>-0.37</td>
<td>0.24</td>
<td>0.49</td>
<td>0.15</td>
<td>-0.10</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>balance param</td>
<td>0.11</td>
<td>0.14</td>
<td>-0.06</td>
<td>-0.17</td>
<td>0.05</td>
<td>-0.04</td>
<td>-0.10</td>
<td>0.01</td>
<td>-0.37</td>
<td>0.08</td>
<td>-0.01</td>
<td>-0.02</td>
<td>0.52</td>
</tr>
<tr>
<td>variance * balance</td>
<td>σα2 × V</td>
<td>0.12</td>
<td>0.07</td>
<td>0.06</td>
<td>0.02</td>
<td>0.39</td>
<td>-0.09</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.78</td>
<td>-0.22</td>
<td></td>
</tr>
<tr>
<td>no. of donor dipoles</td>
<td>NDon</td>
<td>0.13</td>
<td>-0.08</td>
<td>0.35</td>
<td>0.26</td>
<td>-0.22</td>
<td>0.34</td>
<td>-0.02</td>
<td>0.14</td>
<td>0.01</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>no. of aryl rings</td>
<td>N Aryl</td>
<td>0.10</td>
<td>-0.22</td>
<td>0.66</td>
<td>0.02</td>
<td>-0.14</td>
<td>0.02</td>
<td>0.02</td>
<td>0.09</td>
<td>-0.11</td>
<td>0.14</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>mol wt</td>
<td>MW</td>
<td>0.22</td>
<td>-0.29</td>
<td>0.90</td>
<td>0.33</td>
<td>-0.12</td>
<td>-0.38</td>
<td>0.06</td>
<td>0.25</td>
<td>-0.32</td>
<td>0.26</td>
<td>0.13</td>
<td>0.09</td>
</tr>
<tr>
<td>volume</td>
<td>Vol</td>
<td>0.19</td>
<td>-0.35</td>
<td>0.96</td>
<td>0.57</td>
<td>-0.12</td>
<td>-0.35</td>
<td>0.08</td>
<td>0.17</td>
<td>-0.17</td>
<td>0.15</td>
<td>-0.03</td>
<td>-0.02</td>
</tr>
<tr>
<td>total surface</td>
<td>Tot surface</td>
<td>0.19</td>
<td>-0.34</td>
<td>0.95</td>
<td>0.55</td>
<td>-0.15</td>
<td>-0.34</td>
<td>0.07</td>
<td>0.16</td>
<td>-0.19</td>
<td>0.15</td>
<td>-0.03</td>
<td>-0.02</td>
</tr>
<tr>
<td>globularity</td>
<td>Glob</td>
<td>-0.19</td>
<td>0.32</td>
<td>0.87</td>
<td>-0.44</td>
<td>0.21</td>
<td>0.28</td>
<td>-0.03</td>
<td>0.12</td>
<td>-0.22</td>
<td>0.15</td>
<td>0.05</td>
<td>0.03</td>
</tr>
</tbody>
</table>

* Positive and negative correlation coefficients greater than or equal to 0.5 are shown in boldface.

Section 1

Table 3. Correlation Matrix Obtained for the 26 Descriptors Calculated for the Maybridge Database
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Figure 1. Total variance explained by the PCs of the 26 descriptors calculated for the Maybridge database.
The remaining three PCs shown in Table 4 are dominated by the sums of potential-derived charges on different elements and thus can probably be interpreted as describing the chemical diversity of the compounds. PC7 is dominated by bromine and iodine, PC8 is dominated by oxygen, fluorine, and chlorine, and PC9 is dominated by iodine.

The above results provide a pleasingly consistent picture of the factors describing physical properties. These are, in order of descending importance, the size and shape of the molecule, its electrostatic properties summarized in two complementary descriptors, the hydrogen bond donor and acceptor properties, the dipolar polarity, and a series of descriptors describing the chemical constitution.

Can the Individual Descriptors Discriminate between Drugs and Nondrugs? We first plotted histograms (shown in the Supporting Information) of the percentage frequencies of the individual PCs and compared them for the Maybridge and drug data sets. Such histogram comparisons should reveal the extent to which the PCs can discriminate between drugs and nondrugs. The results are disappointing for all but one PC. PCs 5–8 show little discrimination because they describe relatively little variance. Of the four most significant PCs, PC3 (MEP) is the only one that can discriminate between the drugs and the nondrugs. A 70.6% amount of the drugs have a value higher than 0.15, and only 21.6% of the nondrugs, as shown in Figure 3. This, single factor can distinguish between drugs and nondrugs as well as many published procedures. It is remarkable that this ability to discriminate is only found for one of the PCs calculated. It is also important to note that the similarity found for PC1 between the two data sets rules out a simple size discrimination between drugs and nondrugs between our two data sets. On the basis of these results, we can propose a numerical index of drug-likeness, \( \Delta \), defined by:

\[
\Delta = PC3 - 1.15
\]

which would give positive values for most drugs and negative values for most nondrugs.

Why should PC3 be able to distinguish between drugs and nondrugs? Superficially, PC2 and PC3 form a complementary set of electrostatic surface descriptors.

### Table 4. Nine Most Significant PCs of the 26 Descriptors for the Maybridge Database*

<table>
<thead>
<tr>
<th>descriptor</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
<th>PC8</th>
<th>PC9</th>
</tr>
</thead>
<tbody>
<tr>
<td>dipole moment</td>
<td>-0.0629</td>
<td>-0.2777</td>
<td>-0.0130</td>
<td>-0.2250</td>
<td>0.1244</td>
<td>0.4941</td>
<td>-0.1672</td>
<td>0.0834</td>
<td>-0.0442</td>
</tr>
<tr>
<td>dipolar density</td>
<td>0.1569</td>
<td>-0.2783</td>
<td>-0.0186</td>
<td>-0.1734</td>
<td>0.1216</td>
<td>0.0864</td>
<td>-0.0367</td>
<td>0.0144</td>
<td>0.0439</td>
</tr>
<tr>
<td>polarizability</td>
<td>0.3880</td>
<td>0.0448</td>
<td>0.0528</td>
<td>-0.0620</td>
<td>-0.0710</td>
<td>-0.0355</td>
<td>0.0144</td>
<td>0.0439</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

*Coefficients larger than 0.3 are shown in boldface.

### Figure 3. Frequency histogram for PC number 3 (MEP-) for drugs and nondrugs.
that together describe the electrostatic binding characteristic electrostatics of the surface of the molecule. Our interpretation of PC2 and PC3 is that the former describes the total polarity of the molecular surface, as evidenced by the importance of the total variance, $\sigma_{\text{tot}}^2$, and both the mean positive and the mean negative MEPs (with opposite signs, indicating that the MEP range is important). However, in PC3, the balance parameter, $\nu$, plays the most important role, indicating that the juxtaposition of positive and negative binding areas is important. The large coefficient of the minimum MEP descriptor in PC3 and the maximum MEP in PC2 may indicate some emphasis on opposite polarities for these two PCs, so that the acronyms MEP+ and MEP−, respectively, seem appropriate. For a more complete discussion of the meanings and purposes of MEP surface descriptors, see Murray and Politzer.18,19

Generally, however, we can conclude that, perhaps surprisingly, all other descriptors that have been found to be very well-suited for QSPR models of ADME-related properties do not do a very good job of distinguishing between our two data sets. We have therefore extended our descriptor set to the entire 66 calculated routinely by our software17 in the hope that we can introduce more ability to recognize drugs. To develop a further calculational technique for recognizing drugs, we have first used recursive partitioning40 to partition the drugs and nondrugs on the basis of the 66 descriptors. We have not, however, used this technique for discrimination because the Maybridge data set does not only contain nondrugs. Instead, we have used recursive partitioning to select suitable descriptors for an unsupervised learning (Kohonen net) approach in which the decision as to whether a Maybridge molecule would be a suitable drug or not is never made. We have used this approach previously to select descriptors for training backpropagation neural nets for physical23 and spectroscopic41 properties.

**Recursive Partitioning.** We have used the Formal Inference-based Recursive Modeling (FIRM) algorithm42 to partition the drugs and nondrugs on the basis of our total set of 66 descriptors. FIRM partitions the data set recursively on the basis of the descriptors used. The first step is to partition the data set for each available descriptor into a maximum of 20 categories for ordinal data types and 10 categories for real data types. Grouping together similar adjacent categories reduces the number of these categories. The similarity is calculated using Student’s $t$ distribution for ordinal values and the $\chi^2$ distribution for real values. For each descriptor, a probability value is calculated using Pearson’s test or the $F$ test. The data set is then split using the most significant descriptor. This is repeated until a user-supplied threshold is reached.

Using the FIRM software with the standard parameters suggested by the documentation resulted in three descriptors being used to partition the data: the sum of the potential-derived charges on hydrogens (QsumH), the minimum electrostatic potential (ESPmin), and the covalent hydrogen bond acidity32 (covHBac) (see Table 2). Note that QsumH and ESPmin are both represented quite strongly (coefficients of 0.28 and 0.42, respectively) in the MEP − factor discussed above as being able to distinguish between drugs and nondrugs. The covHBac descriptor, which was not included in the original 26 descriptors and was introduced by Cronce et al.32 is defined as the difference in the orbital energy of the lowest unoccupied orbital (E$_{\text{LUMO}}$) of the molecule in question and that of the highest occupied orbital (E$_{\text{HOMO}}$) of water (−12.464 eV at AM1). ESPmin can be interpreted as being related to the strength of the strongest H bond acceptor.

To judge the ability of the FIRM analysis to discriminate using the three descriptors, we first normalized the results in order to take the differences in the numbers of compounds in the data sets into account. After this normalization, 77.4% of all drugs are found in end-nodes with a relative majority of drugs and 80.2% of all nondrugs are found in end-nodes with a relative majority of nondrugs. Thus, the three descriptors seem well-suited for a nonlinear mapping technique that should cluster the drugs.

**Artificial Neural Networks.** We and others have previously used supervised learning for the back-propagation training technique used to set up our QSPR models.20–24 Gasteiger and Zupan43 have pioneered the use of unsupervised learning in the form of Kohonen nets44 in chemistry and have demonstrated that they can be remarkably predictive in a variety of applications. Kohonen nets are also often known as self-organizing maps (SOMs), and this description best describes our intention in applying them to this problem. The unsupervised learning process removes the need for a nondrug data set. However, we need to select descriptors for the mapping that can achieve our goal; otherwise, we cannot expect the neural network to cluster drugs away from nondrugs. However, the FIRM-based selection procedure outlined above should provide us with the best descriptors for our purpose.

A Kohonen net with a 2D organization of the network nodes (neurons) was used. To prevent any border effects, the neurons were organized toroidally, so that every neuron is equivalent to the others. The principles of Kohonen nets have been described many times53,44 and will not be discussed here. All Kohonen net calculations reported here used the SOM_PAK program.45

A 200 × 200 node architecture was chosen for the first tests in order to give the 50,000 molecules enough space to distribute. Other network dimensions were used to investigate the effect of size on performance, and we eventually settled for a 100 × 100 node architecture. The nodes were arranged in a rectangular grid. The so-called “bubble” function was used as the radial adjustment function.46 The area and rate of adjustment decrease with training cycles, but the rate of adjustment does not depend on the distance to the matching neuron.

The projection of the drug data set onto the 100 × 100 Kohonen map obtained from using the three descriptors selected by the FIRM analysis descriptors is shown in Figure 4. Both show the results for neural networks. Both networks show much better separation of drugs and nondrugs than all of our previous approaches. The drugs are well-clustered in an irregularly shaped island, suggesting that our approach can recognize potential drugs. However, before we analyze the performance of the net, we should investigate the relationship between the individual descriptors and the position of the drugs on the map.
Direct Comparison of the Drug Molecule Distribution with the Descriptor Values. Figure 5 shows the distribution of the descriptor values within the Kohonen map. Maximum values are depicted in red, and minimum values are shown in magenta. The areas with the highest drug molecule concentration are outlined in white. The distribution of the QsumH values (Figure 5a) is very similar to that of the drug molecules. Druglike molecules have values around the maximum. This descriptor discriminates best between drugs and nondrugs and was therefore selected by FIRM as the first partitioning descriptor and also has a coefficient of 0.28 in the MEP\(+\)PC.

The distribution for the ESPmin values is shown in Figure 5b. The minimum values for this descriptor appear close to one end of the drug molecule cluster and the maximum close to the other. As will be shown below, this behavior corresponds to an additional selection within the drug data set.

Thus, two of the descriptors, QsumH and covHBac, are very similarly distributed to the drug cluster and a combination of the two can clearly define the position of the cluster fairly well. The third descriptor, ESPmin, provides some discrimination within the cluster that we had not expected (see below).

Quantitative Analysis. Figure 6 shows a contour plot of the numbers of molecules from the drug data set per neuron. The data have been smoothed using a

![Figure 4](image-url) 100 \times 100 Kohonen network trained with the three FIRM-selected descriptors (black, drugs; gray, nondrugs). The training parameters were as follows: number of iterations for the first training run, 10 000; starting adjustment value (\(R\)) for the first training run, 0.03; starting adjustment radius for the first training run, 200; number of iterations for the second training run, 100 000; starting adjustment value (\(R\)) for the second training run, 0.01; and starting adjustment radius for the second training run, 40.

![Figure 5](image-url) Color-coded (red, minimum; magenta, maximum) Kohonen maps of the values of the three descriptors selected by the FIRM analysis: (a) QsumH, (b) Espmin, and (c) covHBac. The contours shown correspond to those given in Figure 6.
simple linear distance-dependent function extending out to the fourth nearest neighbors. The lowest contour level shown corresponds to a smoothed occupancy of 0.2 drugs per node, the value expected for a uniform distribution of the molecules over the 10 000 bins. Thus, the area within the red contour is that in which the drugs are proportionally overrepresented.

The drugs are found in 20% of the neurons, suggesting that the Kohonen map provides a practical and useful tool for identifying drug candidates. Before assessing the performance of this technique, however, we will discuss the occurrence of different types of drug within the map and whether we can actually identify the best areas for different applications or targets.

**Which Drugs Are Where?** To investigate possible partitioning within the drug data set, the drugs were classified into 10 different classes according to their application. The distribution of each class within the Kohonen map was then plotted. Interestingly, the different classes of drugs are somewhat discriminated by the ESPmin descriptor. Antiinfectives, central nervous system (CNS) drugs, antiallergics, cardiants, and bronchial drugs are concentrated within the 0.2 molecule/node contour found for the total drug set but at the end of the distribution close to the minimum values of ESPmin. Immunomodulants, enzyme–inhibitors/enhancers, and digestion-related drugs are, if at all, only very loosely clustered. Gratifyingly, dermatics (a classification that was accidentally not excluded in our drug selection procedure) are also fairly evenly distributed over the map. However, the hormones are concentrated at the opposite end of the total drug cluster (that with average values of ESPmin adjacent to the ESPmin maximum) to the majority of drugs. We therefore separated the hormones (252 compounds) from the remainder of our data set and plotted separate contour plots for the two data sets. The results are shown in Figure 7.

The two plots show that by separating the predominantly steroidal (151 of 268 compounds in the hormone data set are steroids) hormones from the remaining drugs, we can not only identify hormonelike compounds but also use a significantly smaller cluster for the remaining drug compounds. We have therefore set up two binning schemes in order to allocate a drug-likeness score in four levels.

**Drug-Likeness Classification.** We have divided the frequency with which drugs are found in a given bin in the above smoothed Kohonen maps into three ranges based on the frequency and plotted the results for the hormones and the drugs–hormones data sets in Figure 8.

The red area (class C) indicates only that at least one member of the data set was assigned to this node and is therefore only a very weak indication that such a compound may be suitable as a drug. The green (class B) and blue (class A) areas indicate a far higher concentration of drugs and are therefore a strong indication that the compound has the correct physical properties. For the drug data set, there are 389 class B nodes and 143 class A nodes. The two highest classes together therefore account for 5.3% (3.9 and 1.4%, respectively) of the 10 000 available nodes. The corresponding data for the hormone data set are 80 class B and 49 class A nodes (0.8 and 0.5% of the total number of nodes, respectively). Nodes in which no drugs appear are assigned to class D.

**Analysis of the Performance of the Models for the Data Sets.** Figure 9 shows a histogram of the percent frequency of the occurrence in classes A–D of the molecules in the Maybridge and total drugs data sets (the numerical data are shown in Table 5 in the Supporting Information). The distinction between the two data sets is impressive. The ratios drugs:nondrugs for classes A–D are 17.7:1, 4.9:1, 1.7:1, and 0.2:1, respectively. This selection is mainly caused by a very sharp falloff in the proportion of Maybridge molecules in the druglike classes. Only 1.7% of the Maybridge molecules, for instance, are found in class A. However,
the simple numerical index, \( \Delta \), also provides a useful distinction between the two data sets. The mean \( \Delta \) for the Maybridge data set is \(-1.15\), with a standard deviation of 1.54, whereas the corresponding values for the drugs data set are 0.62 and 1.56. Thus, the widths of the two distributions are very similar, as shown in Figure 3, but the maxima are shifted relative to each other.

We also processed a large subset (42,131 compounds) of the WDI selected using a size limit of 150 atoms and projected these onto the Kohonen map obtained by the above procedure. The resulting distribution is shown in Figure 10. The large data set clusters were remarkably similar to the selected drug data set, as also shown in Table 5 (Supporting Information). The results suggest that the large data set, which we will call WDI for simplicity, is significantly more druglike than Maybridge (73.5% of the compounds are found in classes A–C) but less so than our small selected drug data set. This conclusion is significant because the drug data set was combined with Maybridge to train the Kohonen net, although the distinction between the two data sets was used to select the descriptors. The ratios of the frequency of occurrence of the drug data set as compared to WDI in classes A–D are 1.4:1, 1:1, 1:1, and 1:1.6, respectively. The corresponding ratios between Maybridge and WDI are 1:12.8, 1:4.9, 1:1.6, and 3:1. Thus, the drug data set is enriched in class A and poorer in class D compounds than the unselected WDI data set. The frequencies of occurrence of class B and C compounds are very similar in the two data sets. This result is both consistent with our expectations and a useful validation of the techniques used. We should perhaps note here that there are many nondrugs in the WDI data set.

**Summary and Conclusions**

The techniques investigated here provide considerable new information about the relationship between descriptors and physical properties as well as how drugs can be distinguished from nondrugs. The assignment
of the PCs of the 26 descriptor set to the individual factors shape/size, MEP+, MEP−, H bond donor, H bond acceptor, dipolar polarity, and chemical diversity descriptors (in order of decreasing importance) provides a simple and instinctive framework for further QSPR work.

The fact that only one of these descriptors, MEP+, is able to discriminate between drugs and nondrugs is particularly interesting. The simple drug-likeness index, Δ, defined in eq 1, provides a simple, one-dimensional estimate of the suitability of a given compound as an oral drug. Its performance is comparable with many of the methods described in the literature.

The Kohonen map, trained using only three descriptors identified by recursive partitioning, provides more information and is even able to discriminate, for instance, between hormones and other drugs. The neuron to which a given compound is assigned allows a qualitative classification of the compound as a potential drug or not. It is both remarkable and gratifying (from our point of view) that the classical 2D descriptors included in the full 66 descriptor set, such as the counts of hydrogen bond donors and acceptors, apparently do not have the resolution to distinguish as well as the three quantum mechanically derived descriptors QsumH, ESPmin, and covHBac. This is perhaps surprising as the three descriptors used are clearly connected to the hydrogen-bonding properties of the molecule. They do not, however, correlate strongly with their 2D equivalents.

Above all, however, the fact that our Kohonen map-based classification does not depend on the definition of a nondrug data set encourages us to believe that the techniques described here can form the basis for an objective and routine screening of drug candidates.
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