QSAR and QSPR Based Solely on Surface Properties?
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Abstract: The use of descriptors based on local properties calculated at the molecular surface for QSPR-models is discussed. It is suggested that descriptors should be related to the physical theory of intermolecular interactions and the relationship between established surface-based descriptors and the fundamental types of intermolecular interaction is discussed. Descriptors based on local properties that do not encode the chemical constitution of the molecule directly are likely to provide less local QSPR models and favor scaffold hopping. The major disadvantage for surface-based descriptors is that they are difficult to interpret in the sense of relating predictions to the chemical composition of the molecule. This disadvantage must be alleviated by suitable model-interrogation techniques.
Introduction

Quantitative structure-activity (QSAR) and structure-property (QSPR) relationships have a long and successful history, especially for predicting biological activity. [1] Perhaps the historically most successful approach to such studies is to use so-called 2D-descriptors, which are based on the bonding topology of the molecules. A huge variety of such approaches, from topological descriptors [2] to “fingerprints” of various flavors [3] has been published. Such approaches have been remarkably successful for many applications and are still used extensively. Moving to three-dimensional descriptions of molecules brings extra geometrical information, which can be used to great advantage in rational drug design, for instance by interpreting the results of CoMFA analyses. [4] The major disadvantage of 3D-descriptors is, however, that the implicit treatment of multiple conformations inherent in 2D-descriptors is lost. Thus, either the active conformation must be known or an extensive conformational search is necessary. Even if the energetically accessible conformations are known, some technique must be used in the QSAR to select the correct conformation for each compound from the variety available. Thus, multi-conformational QSAR is usually limited to systems in which the bound conformation of the lead compound is known. The effect of conformation on QSPR studies is less extreme, but we can reasonably expect that different conformations of the same molecule should have different physical properties. In practice, techniques for estimating physical properties from 3D-descriptors usually use only one conformation per compound. This approach is generally justified because the quality of the experimental data does not allow resolution of conformational effects and because even quite significant conformational changes involving intramolecular hydrogen bonds only change, for instance, the predicted boiling point by about as much as the uncertainty in the predicted value. [5]

However, even 3D-descriptors usually have a strong element of the molecular topology (atom or group counts etc.). These elements are often regarded as being essential because they allow chemists to interpret the results in terms of the chemical structure and modifications that may improve the activity or a given physical property. One can, however, argue that these essentially 2D-elements in 3D-descriptor sets have little fundamental physical meaning and would not be necessary if the
remaining true 3D-descriptors were able to describe the relevant properties of the molecule adequately. Figure 1 shows three representations of the same molecule. The conventional structural drawing (Figure 1(a)) conveys the most information about the chemical constitution of the molecule. Moving to the sticks representation (Figure 1(b)) adds knowledge of the conformation without losing any information inherent in Figure 1(a). However, many chemists would argue that the chemical constitution is most easily seen from Figure 1(a). The color-coded isodensity surface (Figure 1(c)) contains very little, if any, information about the chemical constitution. It is therefore of very little value to the average chemist. However, of these three formalisms for portraying the molecule, Figure 1(c) contains by far the most information about the ability of the molecule interact with other identical or different molecules. The shape and extent of the isodensity surface is a very good approximation for the steric-repulsion surface of the molecule (see below). The strongest type of non-covalent intermolecular interaction, the purely electrostatic Coulomb term, is well represented by the molecular electrostatic potential (MEP) projected onto the surface. Thus, two of the major terms in intermolecular interaction potentials [6] are encoded in Figure 1(c) at the expense of information about the chemical constitution of the molecule. Note that Figure 1(c) was purposely drawn with an opaque surface in order to make the difference between molecular surfaces and molecular structural formulae clear.

The purpose of this paper is to investigate the question as to whether we can encode all the information necessary to treat intermolecular interactions at the molecular surface. If so, we can treat almost all important QSAR and QSPR topics because both physical properties and biological activity are determined by intermolecular interactions. We therefore first consider intermolecular interactions in general and the properties needed to describe them.

**Intermolecular interactions**

The theory of intermolecular interactions is very well developed [6] so that we already know which molecular properties must be encoded at a molecular surface in order to describe the ability of the molecule to interact with another. These interactions are:

- **Coulomb interactions:**
  Coulomb interactions are usually the strongest and most long range intermolecular interactions. They are usually treated in classical mechanical
models (force fields etc.) by assigning fictitious and non-physical partial charges to individual atoms and calculating the interaction energy using Coulomb’s law. The most usual color-coding seen on molecular surfaces is for the MEP, which describes the anisotropy of the molecular electrostatics well. The MEP at the molecular surface is an important descriptor for QSPR applications. Murray and Politzer [7] introduced a series of descriptors based on the statistics of the MEP-values at the triangulation points on a calculated molecular surface as powerful descriptors for physical properties. We [5, 8-15] have used slight modifications of these descriptors in a series of QSPR models. Thus, Coulomb interactions have been treated systematically using surface-based descriptors.

• **Van der Waals’ interactions**
  Van der Waals' interactions are usually considered to consist of two components, which we can consider separately here. The first is the steric repulsion. Both common van der Waals' potentials, Lennard-Jones [16] and Buckingham [17] have very steep repulsive segments, so that for most purposes it is adequate to define the position of the onset of the repulsive part of the curve. Thus, describing steric repulsion reduces to defining a molecular surface. The simplest approximation would be to use a van der Waals’ surface, but these often contain deep narrow clefts that are inaccessible for other molecules. Thus, two different types of surface have become popular, isodensity surfaces for which the value of the electron density is chosen to approximate the steric extent of the molecule [18] and solvent-excluded surfaces (SES) based on van der Waals’ radii and a fictitious spherical “solvent” molecule. [19]
  The second component of intermolecular van der Waals' potentials is the dispersion term, which gives the weak van der Waals’ minimum in the intermolecular potential. The dispersion energy has traditionally been treated using the London Formula [20] in combination with the Slater-Kirkwood approximation, [21] although there are many other variations. The London formula, however, relies on the electronic polarizability, which must therefore be encoded on the surface by a suitable local property.

• **Donor-acceptor interactions**
  Donor-acceptor interactions are the final type of intermolecular potential that must be described. Again, Murray, Politzer and their group have introduced a local property, the local ionization energy, that describes the donor ability of the
We have recently extended this concept by introducing a local electron affinity, which can also be combined with the local ionization energy to give a local hardness. These local properties prove to be useful in predicting chemical reactivity, the ultimate consequence of donor-acceptor interactions. The exact nature of these local properties will be discussed below.

**QSPR with surface-based properties**

Abraham has consistently emphasized the importance of sound physical principles in constructing his QSPR-models. By far the majority of QSPR-studies, however, have taken the pragmatic approach that if the model works it is sound. However, many, if not most, QSPR models produced in the last decade suffer from a pronounced locality. This means that they work well for the compound classes represented in the training and validation sets, but may fail catastrophically for other classes. This situation is not always easy to detect because for some key properties, such as aqueous solubility, the published experimental data is itself very local and moreover does not include important classes of compounds, for instance drugs. This is emphasized by the physical property map shown in Figure 2. The color-coded points mark the positions of compounds from the Aquasol database whose aqueous solubility is known at 298K. The contours indicate the areas in which drugs are found. There are essentially no training compounds within the drug areas, so that we cannot expect a solubility model based on the published data to treat drugs adequately.

A convincing hypothesis is that local models tend to result if the underlying physical properties are ignored. The 2D and to some extent the 3D-descriptors used for most models to date promote locality by relying on the presence of distinct features in the chemical constitution of the molecules. This leads to two dangers, that the features of a new compound are not adequately represented and that the properties attributed to a given feature may not always be transferable from molecule to molecule. Both of these disadvantages can lead to a local model. Although we can never ban the danger of locality from QSPR models with certainty, it is more likely that a model that
uses exclusively descriptors that make no direct reference to the chemical constitution will be able to treat an unknown class of compounds. Surface-based descriptors are very promising in this respect but have often been used in the past in conjunction with constitution-dependent descriptors such as the number of aromatic rings or the sums of the MEP-derived charges on all atoms of a given element in the molecule. [5, 8-15] We have been forced to use such inherently 2D-descriptors in past models because the surface-based descriptors constructed solely from the MEP only describe the Coulomb part of the intermolecular interactions, leaving element- or group-dependent descriptors to describe the rest.

Can we therefore use exclusively surface-based descriptors and whole-molecule properties (such as volume, surface area, molecular weight etc.) for QSPR models? One way to answer this question is to investigate whether we can describe intermolecular interactions using local properties at the surface of the molecule, rather than the more usual atom-based ansatz used for most force fields. It is often forgotten that atom-based force fields rely heavily on the atoms-in-molecules approximation, which has been popularized in another context by Bader. [28] If we adopt an extremist view, there are no “atoms in molecules”. We have traditionally used the transferability of atomic contributions to physical properties and structure to construct force fields, additive schemes for estimating properties etc. The fact that these techniques work well confirms that atoms-in-molecules is a good approximation in most cases, but it is still an approximation. Introducing unique and physically sensible ways of determining the borders between individual atoms does not change the underlying approximation that atoms can be defined as individual entities within a molecule. Quantum mechanics defines a molecule as an electron density bound by the electrostatic effect (the external field) of the nuclei. The MEP-based descriptors introduced by Murray, Politzer et al. [7] are calculated using only the effects of the electron density and the nuclei, even to the extent that the molecular surface is defined by the electron density. However, would these properties be adequate to construct an intermolecular force field to treat the Coulomb interactions?

**Surface-based Intermolecular Coulomb Interactions**
Imagine a molecule described as an irregular shaped surface, such as that shown in Figure 1(c). One way to treat the electrostatics of this irregular body would be to use a multipole expansion. [6] However multipole expansions often converge very slowly or not at all and the electrostatic center of, for instance, a U-shaped molecule may be outside the molecules itself. Another possibility that we have investigated recently [29] is to treat the effective charge of the molecule as being dependent on the orientation relative to the molecule itself. This simply means that, for instance, a second molecule approaching from above would “see” a different charge to one approaching from below. In order to set up such a model, we can describe the effective molecular charge in terms of spherical harmonics. [30] This ansatz has the disadvantages that it cannot describe surfaces that cross a line radiating from the center more than once but this proves not to be serious for molecules up to about 200 atoms. Figure 3 shows that the errors introduced by such a model for benzoyl fluoride compared to our natural atomic orbital-point charge (NAO-PC) [31] electrostatic model are less than 0.1 kcal mol$^{-1}$ at points outside the van der Waals’ surface of the molecule. The exact form of the model is given below in equation (1).

\[ V_{\text{Coulomb}} = \tilde{q} \left( \frac{1}{r} + \frac{\tilde{a}}{r^2} \right) \]  

where $V_{\text{Coulomb}}$ is the MEP at the point being considered and $\tilde{q}$ is an effective charge dependent on the orientation of the point relative to the molecular axes and $\tilde{a}$ is a fitted constant that is also described by spherical harmonics. Most importantly, such a model need not use the atoms-in-molecules concept. Although this model does not depend specifically on the MEP at the molecular surface, there is clearly a strong correlation between the effective charge of the molecule in a given direction and the MEP at the surface on the relevant radial vector, so that we can conclude that surface-based electrostatics can indeed describe intermolecular Coulomb interactions.
Donor/acceptor and van der Waals’ Interactions

The above discussion treats only the Coulomb interaction. Donor/acceptor interactions are also orientation-dependent and can be treated using a similar ansatz to equation (1). We need, however to define local properties that describe the donor and acceptor properties of the molecule in a given direction. Sjoberg et al. [22] introduced the local ionization energy as a measure of the electron-donating capacity of a molecule relative to an acceptor at a given point in space and we [23] extended this concept to the local electron affinity, which is the acceptor equivalent. These properties can also be described in terms of spherical harmonics in conjunction with a distance-dependent overlap term to calculate donor-acceptor interactions. Thus, surface-based descriptors calculated from the local ionization potential and electron affinity are able to describe intermolecular donor/acceptor interactions.[32]

Dispersion (weak) interactions are often defined using the London Formula [20] in combination with the Slater-Kirkwood approximation. [21] In its anisotropic form, the London formula is inherently orientation-dependent, but greater orientational resolution would be required for an intermolecular model. We [23] have recently defined the local polarizability within NDDO-based semiempirical molecular orbital theory using our parameterized [33] and extended [34] version of the variational technique introduced by Rivail. [35] This local property can be used analogously to the MEP or the local ionization energy and electron affinity for calculating dispersion interactions. Note, however, that the partitioning of the molecular polarizability is arbitrary [34] and based on an atoms-in-molecules concept, so that the current version is not entirely consistent with our aims.

Steric repulsion can also be treated similarly, although in this case it would probably be sufficient to define an effective distance from the molecule that is dependent on the orientation. Mezey [36] has treated molecular shape in detail and describes many relevant concepts. We still need, however, an orientation-dependent description of the molecular shape that is currently still missing from our set of molecular descriptors. [32] Currently, the very simple globularity [37] is used to describe the deviation of the molecule from spherical.
Conclusions

The above discussion is intended to extend the concept of surface-based descriptors so that it can be used to describe all intermolecular interactions. In order to do this, we have considered a novel force-field-like approach based on the established theory of intermolecular interactions. The essential requirement is that we define local properties that can be calculated at the molecular surface in order to derive statistical descriptors such as those introduced by Murray and Politzer. [7] These descriptors are well established for Coulomb interactions, which often suffice as these are by far the strongest intermolecular forces for polar molecules. The local ionization energy [22] and the local electron affinity [23] serve analogously to describe donor/acceptor interactions. For non-polar molecules, the local polarizability [23] becomes particularly important for describing physical properties such as the boiling point [32] because it can be related to dispersion interactions. We still need to define a local property related to the molecular shape in order to be able to describe intermolecular steric repulsion.

The purpose of such descriptors is to remove 2D-like information about the molecular constitution from the descriptor set used for QSPR and later QSAR models. This change has three potential advantages that remain to be demonstrated:

- The models based on descriptors that do not use information about the molecular constitution should be more general because they are based on the physics on intermolecular interactions. Thus, we can hope that such models will not suffer from the locality often observed for current models.

- Surface-based descriptors are able to describe properties contained in many 2D-like descriptors (such as sums of MEP-derived charges on different elements, hydrogen-bond donor and acceptor counts etc.). This means that we can use less descriptors, [32] which often results in a more robust model.

- For QSAR applications, scaffold-hopping becomes inherently more likely if the molecular constitution is not used for the descriptors. This enhances the chances of finding analogous active compounds that are not related to the lead in their chemical constitution.
A further advantage of the techniques discussed above is that they can be used for surface-integral models for physical properties, such as those introduced by Brickmann et al. [38] The combination, for instance, of a traditional descriptor-based QSPR with a surface-integral model for the same property would provide a powerful reality check for predicted properties of unknown compounds.

However, the traditional argument against descriptors that cannot easily be interpreted remains. Individual surface properties can be visualized and interpreted [23] but descriptors based on them are more difficult to understand. [22] Thus, until we have convincing evidence that surface-based descriptors give us better QSPR and QSAR models, the advantage of interpretability favors traditional descriptors. However, surface-based descriptors can be related directly to the theory of intermolecular interactions, so that they are interpretable in a different, less chemical way. Nevertheless, should surface-based descriptors prove to be superior to the conventional approach, we will have to resort to interrogation techniques (“what if I replaced this group by CF₃?”) with the necessary software.
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Figure 1: (a) Conventional 2D structural drawing (b) sticks representation and (c) molecular electrostatic potential mapped onto an isodensity surface all for the same molecule.
**Figure 2:** 100 × 100 Physical property map [25] of the occurrence of compounds with published aqueous solubilities compared with the areas in which drugs occur. The solubility dataset is represented by crosses color coded according to their solubility and the drug areas are marked by contours and correspond to those reported in reference [26].
**Figure 3:** Errors in the molecular electrostatic potential (kcal mol\(^{-1}\)) on radial vectors from the electrostatic center of benzoyl fluoride in a plane containing red dotted line and perpendicular to the ring plane. The errors plotted are the difference between the MEP calculated with the full NAO-PC model [29] and that calculated with a simple \(q\left(\frac{1}{r} + \frac{a}{r^2}\right)\) technique, as described in the text. Results are shown for radial vectors at angles of 0°, 30° and 90° to the ring plane.